e wems
! Ty D
3.

Proof. If SU{v} is Iearty aupues: R ‘
+ anpi, = 0 for some nonzey,, x...ﬂ"v.

| - agug oo
' .1\.‘;“‘

in SU {v} such that a;u
ay.az,.--»an- Because S is linearly independent, one of the ;g :
V ' I ’ A 2N A
equals v. Thus a1v + agug + - - y u,
= ~1 . -1
o —apiy) = —(aj @)Uz . — (a] ),
i

.+ apu, = 0, and s0

~1

v=aj (—azuz2 —

is a linear combination of us, ..., Uy, which are in S, we hay
C (\

. ’U

Since v
span(.S).
Conversely, let v € span(5). Then there exist vectors vi,ve, .., 4 .
bivy + bova + -+ by, HQSLQ"‘

and scalars by, ba, . .., bm such that v =

0 = byv; + bova + - -+ + bmUm + (—1)v.

Since v #v; fori=1,2,..
is nonzero, and so the set {v1, vz,
S U {v} is linearly dependent by Theorem 1.6.

generating sets are investigated in detail iy

w5 5 Vs

Linearly independent
tion 1.6.

EXERCISES

1. Label the following statements as true or false.

(a)
(b)

(c) The empty set is linearly dependent.

combination of other vectors in S.
Any set containing the zero vector is linearly dependent.

Sec. 15

L

(d)
(e)

N

\
i

., m, the coefficient of v in this linear combiyy;
v} is linearly dependent,. Thergfl(m
()I’(:

\

SQQ.

If S is a linearly dependent set, then each vector in S is a liney

(d) Subsets of linearly dependent sets are linearly dependent.
Subsets of linearly independent sets are linearly independent.

(f)

independent, then all the scalars a; are zero.

(e)
If ayz; + agxa + -+ + anZn = 0 and z1,%o2,...,%n are linearly

2 3 Determine whether the following sets are linearly dependent or linearly

independent.

o {2 (2 D
0 (3 (E et

(c) {23 +222 —2®+3x+1,2° —z*+2z—1}in P3(R)

3The computations in Exercise 2(g), (h), (i), and (j) are tedious unles

used.
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Linear Depender :
Sec. 1.5 Linear Liep nce and Linear Ind
ependence

a1

(d) {;l:3 —w, 222 + 4, =23 4 32
(e) {(L, -1,2), (1,-2,1), 1, 1,4);3.%- 6} in Py(R)
() {(1’_—1’2)’(2’0’1)’(“1>2,-—1)}in R3

0 (3 9:C (292 Nwatn
R (R B VR i P

(i) {11:4_3;3_}_52:2_8 4
:c4+3m2-3q;_;v5+6’4 v t$3—5$2+5$-—3,
. 4 3 i 204 4373 4422 — 241,43 — '
(J) {7’ —4‘1: +52$ —8(E+6,—;1;4+x3_5$2+5’ 33:'*'2} in P4(R)
. .
' +3z° — 3z +5,20% + 23 + 42% + 8z} in P;(R)

3. In Maxa(F), prove that the set

1 1\ (0 0\ (0 0\ (1 0\ (0 1
00’11,00,10,01

is linearly dependent.

4. InFm, let e; denote the vector whose jth coordinate is 1 and whose other
coordinates are 0. Prove that {e1,€2,...,en} I8 linearly independent.

5. Show that the set {1,z, z2,...,2"} is linearly independent in Pn(F).

6. In Mpxn(F), let Eid denote the matrix whose only nonzero entry is 1 in
the ith row and jth column. Prove that {E9:1<i<m, 1 < j<n}

is linearly independent.

n 1.3 that the set of diagonal matrices in

7. Recall from Example 3 in Sectio
linearly independent set that generates

Maxo(F) is a subspace. Find a
this subspace.

8. Let S ={(1, 1,0), (1,0, 1), (0,1, 1)} be a subset of the vector Space F3.

if F = is li independent.
(a) Prove that if F = R, then G is linearly Indepen )
(b) Prove that if F' has characteristic 2, then g is linearly dependent.

ctors in a vector space V- Show that {u,v}is
wltiple of the other.

9." Let u and v be distinct ve )
Only ifuorv isaln

linearly dependent if and
in R? such that

three linearly dependent vectors

ltiple of another.

1 none of the three is a mu
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Chap. 1 Vector Space,
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11. Let S - {ty, tgy o v s Un } be
. . . .
space V over the field Za.

Justify your answer.

a lincarly independent subset of a Vecto,
How many vectors are there in Span($y;

Theorem 1.6 and its corollary.

12. Prove
a field of characteristic not equal to tyy,

13. Let V be a vector space over
(a) Let u and v be distinct vectors in V. Prove ‘that {u., v} is lineary
independent if and only if {u+v,u - v} is linearly independent.
(b) Let u, v, and w be distinct vectf)rs in V. Prove that {u v, w) i
linearly independent if and only if {u+v,u+w,v+ w} is ]Hlear]y
independent.

ndent if and only if S = {0} o

14. Prove that a set S is linearly depe ;
., Uy in S such that v is a linear

there exist distinct vectors v, Uy, U2, - -
combination of uq,ug,...,Un.

15. Let S = {u1,uz,...,un} be a finite set of vectors. Prove that § i
linearly dependent if and only ifuy = 0 or ug4+1 € span({uy, us,..., ur})
for some k (1 <k <n).

16. Prove that a set S of vectors is linearly independent if and only if each
finite subset of S is linearly independent.

17. Let M be a square upper triangular matrix (as defined in Exercise 12
of Section 1.3) with nonzero diagonal entries. Prove that the columns

of M are linearly independent.

18. Let S be a set of nonzero polynomials in P(F') such that no two have
the same degree. Prove that S is linearly independent.

19. Prove that if {A;, As,..., Ak} is a linearly independent subset of
My xn(F), then {A%, A%, ..., AL} is also linearly independent.

20. Let f,g,€ F(R, R) be the functions defined by f(t) = €™ and g(t) = €""
where r # s. Prove that f and g are linearly independent in F(R. R).

1.6 BASES AND DIMENSION

We saw in Section 1.5 that if S is a

enerati . and
no proper subset of § is 3 generating set for a subspace W 2

independent. A |j . generating set for W, then S must be linearly
useful propel..ty ;I;Early 11zdependent generating set for W possesses a VeI’

. —every vector in . o
as a linear combination W can be expressed in one and only one ¥

O ] . N T
below in Theorem 1.8.) Itf f:l :hY?CtorS n the set. (This property is plm\(\(t
) 18 property that makes linearly independe”
1ng blOCkS of vectnr anacrac ‘
Scanned by CamScanner
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7 Py

(e) If a vector space has a finite basis, then the number of vec
: :()1‘“ .
b “l

every basis is the same.
(f) The dimension of P, (F) is n.
(g) The dimension of My, xn(F') is m +n.
(h) Suppose that V is a finite-dimensional vector space, that §, ;
i8 o

linearly independent subset of V, and that S is a subset of v
generates V. Then 51 cannot contain more vectors than S, thay
(i) If S generates the vector space V, then every vector in V ;:a
written as a linear combination of vectors in S in only one w: &
(j) Every subspace of a finite-dimensional space is ﬁnite—dimensioy'
(k) IfV is a vector space having dimension n, then V has exactly i,
subspace with dimension 0 and exactly one subspace with dimOQI;e

sion n.
(1) If V is a vector space having dimension n, and if S is a subset (f

V with n vectors, then S is linearly independent if and only if g

spans V.

Determine which of the following sets are bases for R3.

(a) {(1707—1)a(2,5a1)7(0a —4’3)}

(b) {(2a -4a1)v(0a33_1)a(6707—1)}

(C) {(1v21_1)7(17072)7(2a1a1)}

(d) {(_173a1)’(2a_4’ —3)a(_318a2)}

(e) {(1,_37—2)’(—37173)=(—27_10a—2)}

Determine which of the following sets are bases for Pa(R).

(a) {—1—m+2x2,2+x—2x2,1—2x+4m2}

(b) {1+2x+$2,3+x2,x+x2}

(c) {1—2:E—-2£C2,—2+3:I}—-.’L‘2,1—£L'+6$2}

(d) {-1+2z+ 4z2,3 — 4z — 102, —2 — 5% — 622}
(e) {1+2m——a:2,4—2m—|—x2,—1+1833—93:2}

Do the polynomials 23— 922 +1,422 —2+3, and 37— 2 generate P3

Justify your answer.

Is {(1,4,~6), (1,5,8), (2,1,1), (0,1,0)}
R3? Justify your answer.

Give three different bases for F2 and for Maxa(F).

The vectors u; = (2,—3,1),
(1,37,-17), and us = (-3, -5, 8) generate R3. Find a

{uy,u2,us, Us, us } that is a basis for R3.

Scanned by CamScanner
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ov-
Let W denote the subspace of 55

R% consiats
' nsistin
coordinates that sum to zero, g of

The vecton all the veetors having
—\ ’ ) 2:(‘6,9,*12 5, —
Uz = (37 ‘21 77 ‘9’ 1)7 Uy = (23 8,2 "218’) G)
us = (L 1,2,1,-8), g - () g o 12)
Uy = (17()’ ‘21 3’ _2)7 ug = (2) -1,1 -—;) ’7) ’

ate W. Find a subset of the «
%;;ner eset {uy,u,,.. . »ug} that is a basis for

3

g. The vectors up = (1,1,1,1), wp = (0,1,1,1
us = (0,0,0,1) form a basis for F4,
of an arbitrary vector (ai, as, as,
ug, U2, u3, and ug.

_ ), ug = (0,0,1,1), and
.Fm;l the unique representation
a4) in F* as a linear combination of

10. In each part, use the Lagrange interpolation formula to construct the
polynomial of smallest degree whose graph contains the following points.

(a) (_2’_6)7 (-1,5), (1,3)

(b) (—47 24)a (1,9), (37 3)

(C) (_273)7 (—1’—6)7 (1,0), (37 —2)
(d) (-3, —30), (—2,7), (0,15), (1,10)

Let v and v be distinct vectors of a vector space V. Show that if {u,v}
s a basis for V and a and b are nonzero scalars, then both {u + v, au}
i

and {au,bv} are also bases for V.

11.

and w be distinct vectors of a vector space V. Show that if

e asis for V, then {u+v+w,v+w,w} isalsoa basis for V.

{u,v,w}isab

t of solutions to the system of linear equations

13. The se

z; — 229 + 23 =0
9z — 3z2 + 23 =0

i bspace of R3. Find a basis for this subspace.
is a su :

as i fF:

14. Find bases for the following subspaces 0 )
5. o ga—Q4=

W; = {(61,02,031614,&5) eF’ra— @

+as = 0}.
Fr = = (04 and ap T @5 }
) € 9. g = A3

d W27

W, = {(01,02,4137‘14’“5

] al
What are the dimensions of Wi a
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56
o, of all nxXn matrices having trace equal to zero is a SUbsy,
4 of Section 1.3). Find a basis for W \”\‘J:}W
I:

sece Example
1

15. The s

of My, xn () ( xar
is the dimension of W?
f

ar m X n Inatrices is a subspace W

riangul
Find a basis for 0
W' Wh?u. i

16. The set of all upper b
M,,xn (F) (see Exercise 12 of Section 1.3).
the dimension of W?
ric n X mn matrices i8 a subspace W
W

symmet
Find a basis for 4

28 of Section 1.3).

N

17. The set of all skew-
M,,xn(F) (see Exercise

the dimension of W7
in Example 5 of Section 1.2, Jyg
Justis,
b

18. Find a basis for the vector space

your answer.

19. Complete the proof of Theorem 1.8.
and let S be a subset of \

20.1 Let V be a vector space having dimension 7,

that generates V.
a subset of S that is a basis for V. (Be carefy

(a) Prove that there is
not to assume that S 18 finite.)

(b) Prove that S contains at least n vectors.
dimensional if and only if it contaiy

21. Prove that a vector space is infinite-
an infinite linearly independent subset.

and W, be subspaces of a finite-dimensional vector space V

22. Let W;
fiicient conditions on W; and W5 so thy

Determine necessary and su
dim(W; NWs) = dim(W).
23. Let v, vs,.--,Vk,V b€ vectors in a vector space V, and define W, =

span({v1,v2,- - - vk }), and Wa = span({v1,v2, . - -, Vk,V})-
a) Find necessary and sufficient conditions on v such that dim(W,) =

(b) State and prove a relationship involving dim(W1) and dim(Ws) in
the case that dim(W;) # dim(W2).

24. Let f(z) be a polynomial of degree n in P,(R). Prove that for any
g(z) € P,(R) there exist scalars co, €1, ---,Cn such that

g(z) = cof(z) + crf'(z) + cof "(@) + - + enf™M (),
where (™ (z) denotes the nth derivative of f(z).

25. Let V, W, and Z be as in Exercise 21 of Section 1.2. If V and W are
vector spaces over F' of dimensions m and n, determine the dimensio®

of Z.
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